Abstract: Over the last four decades, the privacy of personal data has been the subject of legislation and litigation in both the US and the EU. Protection of personal data privacy under the law has been shaped by the interests of multiple constituencies: individuals, commercial organizations, government agencies, law enforcement, and national security services. This white paper examines the development of data privacy legislation in the US as an ongoing balancing act, with security interests on one side, and the interest of the individual on the other. The complex and arguably incomplete nature of US data privacy law is often criticized by countries that have more comprehensive data protection legislation. Yet that very complexity can obscure some data privacy protections that are then overlooked by critics. The paper serves to provide a neutral review of US data privacy legislation; however, it also observes that interests other than those of the individual have tended to prevail in US data privacy legislation, notably the interests of commerce, as well as those of state security agencies, particularly those that respond to the complex technical realities of data communication and data processing with a “collect everything” approach to electronic surveillance.
The complex and arguably incomplete nature of US data privacy law is often criticized by countries that have more comprehensive data protection legislation (Bignami, 2007). This paper suggests that interests other than those of the individual have tended to prevail in US privacy legislation, notably the interests of commerce and those of state security agencies committed to a “collect everything” approach to electronic surveillance (Robinson, 2014). After reviewing US data privacy legislation from the perspective both of the individual and of security interests, the paper will highlight factors that continue to prevent it from achieving an appropriate balance between the two.

HEW are you?

Ever since the US Department of Health, Education, and Welfare (HEW) published the 1973 report titled *Computers and the Rights of Citizens*, a complex array of legal instruments has evolved in the US to protect individuals from ‘harmful consequences that might result from automated personal data systems’ (Ware, 1973: 1). More commonly referred to as privacy protection than data protection in the US, these instruments include laws, case law, and constitutional rights. The last of these are overseen by a tripartite system of checks and balances, created by the three separate but equal branches of US government: legislative, executive, and judicial (Swire and Ahmad, 2012b).

The first US legislation specifically addressing the harmful consequences of personal data held in computerized databases was the Fair Credit Reporting Act of 1970. Often referred to by its initials – a common practice in US legal discourse – FCRA was passed to reform the consumer credit reporting industry, imposing limits on data sharing and making it easier for individuals to correct errors, the consequences of which could be severe. Many Americans might be surprised to know that the first US president to highlight these issues was Richard Nixon. For example, in February of 1974 Nixon gave a radio address titled ‘About the American Right of Privacy’ from which it was clear that he understood how information technology’s dark side could extend far beyond financial damage due to erroneous credit data. Nixon talked about careers being ruined and worse: ‘marriages have been wrecked, reputations built up over a lifetime have been destroyed by the misuse or abuse of data technology in both private and public hands’ (1974: n.p.).

FCRA established a model for future US data protection legislation. First, address the interest of individual citizens by providing notice of, and consent to, a specific type of personal data record. Second, establish an administrative procedure for individual redress administered by a specified agency (for FCRA, that agency is the FTC, the Federal Trade Commission). Third, address the interests of law enforcement and national security by defining the terms and conditions under which protected data can be accessed. These include the scope and purpose of the requested access plus the desired level of justification. The latter can range from a “Fourth Amendment warrant” supported by probable cause, down to a subpoena drafted by an attorney or police officer, or even a simple written request from an agency administrator.

In that 1974 radio address on privacy, Nixon took credit for FCRA and other key developments in data privacy such as the above-referenced HEW Report that recommended enshrining in law a Code of Fair Information Practices (FIPs) to which all organizations with
personal data systems would be required to adhere (Lin and Millett, 2007; Waldo, 2007; Gellman, 2014). The report envisioned that, once the code of practices was in place, any handling of personally identifiable information that did not abide by the code should be deemed unfair and thus subject to government sanction, as well as grounds for redress by individuals adversely affected (Ware, 1973). The five practices spelled out in the report ban secret databases of personal information, mandate access to data about oneself, forbid use of personal data without consent for purposes other those for which they were collected, require a way to correct information about oneself, and impose a duty of care to protect personal data from abuse or misuse (Ware, 1973).

The influence of the HEW FIPs can be detected in data privacy developments outside the US, such as the 1980 OECD data privacy guidelines (OECD, 2013) and the 1981 Council of Europe Convention for the Protection of Individuals with Regard to the Automatic Processing of Personal Data (COE, 1981). In turn, the COE Convention shaped the primary EU legal instrument on data protection: Directive 95/46/EC (EU, 1995; COE-FRA, 2012; Ahmadi and Swire, 2012b). These foundational documents not only formalized the principle that all personal data be protected by default, but provided several helpful terms of art: data subject, ‘an individual who is the subject of personal data’ (ICO, 2015); and data controller, ‘the natural or legal person, public authority, agency or any other body which alone or jointly with others determines the purposes and means of the processing of personal data’ (EU, 1995: 2a).

With fair information practices for all?

The US went ahead and embodied the FIPs in the Privacy Act of 1974 (PA) but whereas the HEW Report envisioned a law that applied to ‘all automated personal data systems’ (Ware, 1973: 5), the final version limited the scope of the legislation to federal agency databases (Regan, 1984). This limitation was a major victory for lobbyists representing commercial interests. They had argued – and they continue to assert today – that including private sector data controllers in a comprehensive regime of data privacy protection stifles trade and unfairly burdens businesses (Regan, 1984).

A counter argument might be to consider California, which has the strictest data privacy laws of any state, yet it is the most consistently prosperous and innovative of them all (Coplan 2015; Kirkham, 2016). Nevertheless, lobbyists have always succeeded in preventing expansion of Privacy Act protection to commercial data controllers, solidifying the divergence between US and European approaches to privacy protection (Bennett, 1992; Bignami, 2007). The argument that individual data privacy is well-served by commercial would seem to be undermined by the apparent inability of many companies to prevent the exposure of personally identifiable data that they are processing and storing (PRC, 2015). Unfortunately, government agencies have also proven to be “breach-prone” as well (GAO, 2015), even before the massive Office of Personnel Management breach (Loten, 2015).

The US approach to protecting data privacy – addressing specific categories of data with specific laws – continued through the 1970s with the Family Educational Rights and Privacy Act of 1974 (FERPA), which addressed the privacy of student education records. FERPA oversight was assigned to the Department of Education. Law enforcement access to data
protected by FERPA requires a judicial order or a lawfully issued subpoena, a higher threshold than some other US privacy legislation; however, as Murphy has noted, the value to security and law enforcement of FERPA data is somewhat limited (2013).

The privacy of personal banking and accounting records was addressed by the Right to Financial Privacy Act of 1978 (RFPA). Oversight of RFPA lies with the US Department of Treasury. The law has been amended several times to enable law enforcement to more easily access protected financial information, and to promote bank reporting to the authorities, notably through a Suspicious Activity Report (SAR) filed with Treasury’s Financial Crimes Enforcement Network. RFPA is notable as the first of a number of sectoral privacy laws to be passed in reaction to decisions handed down by the Supreme Court of the United States (SCOTUS).

As the primary institution within the third branch of government – the judiciary – SCOTUS interprets the US Constitution, the foundation of all government institutions in the country’s particular form of constitutional democracy (Chemerinsky, 2014; Habermas and Rehg, 2001). SCOTUS has played a significant role in balancing the interests of security and individual privacy because no explicit right of privacy is asserted in the US Constitution (nor in the Bill of Rights, incorporated into the Constitution in 1791 through the Tenth Amendment). However, according to Peltz-Steele, privacy within the Constitution is ‘manifested as a constitutional value’ (2015: 17), most notably as ‘the right to be left alone’ described by Justice Brandeis’ dissenting opinion in *Olmstead v. United States*. This right is derived from the Fourth Amendment assertion that:

‘The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon probable cause ... particularly describing the place to be searched, and the persons or things to be seized’ (US Const. amend. IV).

The lack of comprehensive US data privacy legislation has placed the Fourth Amendment at the heart of much privacy litigation. Privacy advocates and defense attorneys alike seek to uphold “probable cause warrants” as the baseline requirement for any searches of personal data records, but judicial interpretation of the Fourth Amendment has been hard to predict in cases where personal information is either processed in digital form, or outside the home, or by a third party (Pell and Soghoian, 2015).

Legislators passed RFPA in the wake of two SCOTUS decisions. In *United States v. Miller*, the Fourth Amendment expectation of privacy with respect to personal bank records was arguably undermined by the data subject sharing the information with a third party, namely his bank. Known as the “third party doctrine” this is the same argument that is used to deny privacy to personal records placed outside the home as trash for pickup, or to information about phone calls handled by the phone company. The other SCOTUS decision motivating passage of RFPA was the finding in *Fisher v. United States* that individuals have no grounds to refuse to reveal records of their private financial affairs under the Fifth Amendment right against self-incrimination if an accountant maintains those records. RFPA countered SCOTUS by extending protection to accounts maintained by a third party.
How about a side order of privacy?

The absence of US legislation that explicitly protects the interests of data subjects by default has led to protection being tacked onto sector-specific legislation, notably that which is prompted by new technology. For example, the emergence of the cable TV industry prompted passage of the Cable Communications Policy Act of 1984 (CCPA). Lawmakers bundled basic privacy protections for subscriber data in with the policies.

The video tape rental business sparked the Video Privacy Protection Act of 1988 (VPPA) when congressional representatives realized how embarrassing the revelation of an individual’s rental records could be. This realization dawned after public disclosure of such records pertaining to Judge Robert H. Bork during his Supreme Court confirmation hearings (Halpert and White, 2013). As in many of these sector or technology specific statutes, VPPA contains a law enforcement agency exception: ‘pursuant to a warrant issued under the Federal Rules of Criminal Procedure, an equivalent State warrant, a grand jury subpoena, or a court order’ with the last of these being a fairly low barrier to access.

The VPPA has since been amended to reflect the rise of online video content rentals. Industry interests have argued that disclosure of information pertaining to content on services like Netflix is more complex to manage, and that obtaining consent to disclose a person’s viewing activity on a per item basis is more problematic than it was with physical tape and disc rentals (Halpert and White, 2013). These arguments would appear to arise from concerns over regulatory and litigation risks, although privacy advocates are concerned about ‘the interaction of the VPPA with the recent Patriot Act, which expanded law enforcement powers to procure information such as library records and individual purchasing records "in the course of an ongoing investigation" (a lower standard than the traditional warrant)” (EPIC, 2016).

The Gramm-Leach-Bliley Act of 1999 (GLBA) was passed to deregulate the banking and financial services sector but included a Financial Privacy Rule to promote fair information practices in the marketing of financial services. Enforcement of GLBA was assigned to the FTC and security interests were addressed by requiring financial institutions to cooperate with civil, criminal, or regulatory investigations. A subpoena or summons by Federal, state or local authorities was mandated for access to protected data. At the same time, GLBA banned a technique that private investigators have been known to use: pretexting, a form of social engineering used to gain access to a person’s private financial data without their knowledge or permission. The use of similar techniques to obtain personal phone records was explicitly banned by the Telephone Records and Privacy Protection Act of 2006 (TRPPA).

Data privacy as a side effect of industry reform is epitomized by the legislation that protects a particularly sensitive type of data: personal health information. With certain exceptions, data of this type is protected in the US by the Health Insurance Portability and Accountability Act of 1996 (HIPAA). The purpose of HIPAA was to improve employment-based health insurance coverage (Swire and Ahmad, 2012b). However, commercial interests – notably insurance companies – claimed that this would be too costly, so provisions to promote the adoption of cost-saving electronic transactions by the healthcare industry were added.
Given that such adoption would greatly expand the computerized processing of personal health information, legislators mandated protections for this data in HIPAA, ultimately assigning rule making and enforcement to the Department of Health and Human Services (HHS). The department’s Office of Civil Rights (OCR) investigates exposures of Protected Health Information (PHI) alleged by individuals and levies fines for violations. In 2015 these totaled over $6 million (Snell, 2015). In another nod to commercial interests, HIPAA does not provide an individual right of action. Furthermore, HIPAA illustrates how the practice of applying data protection as part of industry regulation can lead to loopholes: doctors who operate on a cash basis are not required to comply.

Three more acts round out this review of US data protection legislation: the Driver's Privacy Protection Act of 1994 (DPPA); the Children's Online Privacy Protection Act of 1998 (COPPA); and the Genetic Information Nondiscrimination Act of 2008 (GINA). Like the other acts, these all provide for law enforcement access to protected data.

**States of privacy and the FTC**

By now it should be clear that, while the privacy interests of individuals in the US are protected in a wide range of situations, the protection is far from universal. For example, there is no explicit federal privacy protection for an individual’s airline reservation data or library borrowing records. Whole categories of data – like the customer and prospect databases widely used in sales and marketing – lack explicit protection under federal law, despite the fact that unauthorized access to them is potentially harmful to the data subjects. Such gaps have led some privacy advocates to make unfavorable comparisons between US data protection legislation and that of European countries where all personal data is protected by default and there is a national office of data protection to whom individuals can turn for redress (Bignami, 2007). Such criticism may be warranted, but some critics (Baumer, Earp and Poindexter, 2004; Bennett, 2011) are apt to underestimate one or more of the three aspects of US privacy protection not yet reviewed: state laws; the FTC’s role as America’s privacy watchdog; and case law.

Many of America’s 50 states have passed legislation mandating stronger protection of personal information than the federal government requires. Each state in the union has its own constitution and 10 of these include an explicit right of privacy (National Conference of State Legislatures, 2015a). In addition, almost all states – 47 as of the end of 2015 – have laws that address the individual’s interest in knowing when the security of her data has been breached (National Conference of State Legislatures, 2015b). Some state privacy laws apply to all industry sectors and all types of personal data, others fill gaps in federal protection; for example, almost all states offer protection for library records (American Library Association, 2015). Some states have gone further than the federal government in emerging areas of data protection (National Conference of State Legislatures, 2015c). For example, California has already outlawed warrantless use of Stingrays, surveillance technology discussed later in this paper (Farivar, 2015). One effect of these state laws is to complicate efforts by other countries to evaluate privacy protection in the US.

Another factor complicating efforts by other countries to evaluate the level of data protection afforded individuals in the US is the FTC’s role in policing consumer privacy; after
all, there is nothing in the name Federal Trade Commission that suggests a focus on either privacy. Furthermore, there is no mention of privacy in the legislation under which that FTC role has evolved. The Federal Trade Commission Act of 1914 (FTCA, as amended by the Wheeler-Lea Act of 1938) charged the agency with protecting businesses and consumers from unfair competition and unfair or deceptive commercial practices (Rubinstein, 2011; Solove and Hartzog, 2014).

The FTC’s emergence as the leading defender of the data privacy interests of individuals, shaping consumer privacy and commercial data security practices over the last 15 years, is well documented (Murphy, 2013; Serwin, 2014; Stevens, 2014). Along the way the agency has imposed numerous legal settlements, levied millions of dollars in fines, and overseen monetary reimbursements to consumers. A brief review of an early FTC action will illustrate the two legal doctrines by which the agency pursues its data privacy remit. The case of FTC v. Eli Lilly was settled in 2002 after the agency alleged that the pharmaceutical company failed to follow responsible code development practices and thereby exposed the identity of people who had expressed an interest in Prozac, an anti-depressant medication (FTC, 2002).

The breach of personally identifiable information resulted from a programming error. Research commissioned by the FTC and performed by the author and colleagues, determined that this error would have been remediated if standard IT practices – including preproduction testing – had been followed. While such practices were stipulated in the company’s own policies, research indicated that these policies had not yet been applied to web- and email-based marketing activities (Cobb, 2003). From the FTC’s perspective, Lilly was culpable firstly of deceiving consumers by assuring them on its website that their interest in Prozac, and their personally identifiable information, would be kept private and secure. The FTC argued that such assurances to the data subjects were material to their decision to provide that information. Secondly, it was alleged that, by failing to live up to those privacy promises, Eli Lilly potentially caused harm to the persons who were exposed (Cobb, 2002).

FTC cases are usually settled with no admission of wrongdoing by defendants. This might sound like a soft touch, but FTC consent orders – most of which follow the template forged in the Lilly case – impose a serious compliance burden. The FTC often requires the defendant to establish and execute a program of improvements to its data privacy and system security practices. The progress of this program is then subject to periodic outside audits by independent parties – such as CISSPs – for the length of the settlement period, which can be as long as 20 years. Furthermore, defendants must agree to pay fines to the FTC if the consent order is violated at any time during that period. For example, when the FTC determined that Lifelock, a vendor of identity protection services, had violated its 2010 consent order, the company had to pay a $100 million fine (FTC, 2015a).

The FTC clearly addresses some of the data privacy interests of individuals. Case law like FTC v. Wyndham has established the agency’s authority in the courts (FTC, 2015b; Serwin, 2015). However, the doctrine of harm that the agency has developed is not without problems, as Serwin suggests (2011). Absent a universal right to informational privacy, violation of which is defined as harmful, commercial data controllers culpable in a breach can argue there is no harm to the data subjects whose records have been exposed, unless they suffer a financial loss directly attributable to the breach. So far, US courts have been reluctant to agree that
the distress of a criminal possessing an individual’s personal details is in itself appropriately harmful. However, case law is continually evolving and the tort of intrusion upon seclusion has been successfully applied in Canadian data breach cases (Simard and Griffin, 2014). It is possible that similar cases could gain traction in the US at some point.

Closing arguments

Despite the many different forms that data privacy protection may take in the US, the argument can still be made that the individual interest is ill served by the current state of US data protection law. But do the interests of those charged with the security of the nation and the organizations within it fare any better? It would seem so, given that various US privacy laws provide for access to “private” data by law enforcement officers, lawyers, or even data brokers that offer security management services like background checks (Bignami, 2011). However, it could be argued that the absence of a centralized federal data protection regime imposes a burden of legal complexity on anyone seeking access to protected data, whether an office of the law or a security manager for a commercial entity.

Consider this scenario: a security manager at a healthcare organization in California is asked by law enforcement to assist in the investigation of possible billing fraud by a former employee. Multiple state and federal privacy laws apply, each with its own standards and procedures for accessing protected data. The legal costs are likely to be considerable. The healthcare organization will consult counsel to avoid exposure to lawsuits. The law enforcement agency will also need counsel to minimize potential technical challenges to any fraud case that is brought as a result of the investigation. Furthermore, the existence of multiple regulatory regimes can create considerable compliance risks for organization. For example, if that former hospital employee had compromised protected health information (PHI), that could trigger an OCR audit under HIPAA. Fines in the millions could be imposed if the hospital was found to be in violation of HIPAA rules or state laws pertaining to the protection of medical data (Dvorak, 2016).

At the organizational level, current US privacy legislation imposes twin burdens of complexity and compliance on security managers. These burdens are arguably greater still when it comes to the security interests of law enforcement and state security. The apparent ease of access to some private data for authorized purposes described earlier is offset by the lack of consistency between sectoral protections, as well as between state and federal laws. This situation is further complicated by a lack of consistency between judicial interpretations of federal and constitutional law in different parts of the country. The legal status of one particular piece of data technology serves to illustrate these problems.

For nearly two decades, technology known as a Cell Site Simulator (CSS) has been used by some US law enforcement agencies to gather personal data via man-in-the-middle attacks on mobile phones (Owsley, 2014; EPIC, 2015). Sometimes called Stingrays after a popular CSS product, these suitcase-sized devices can capture nearby mobile phone traffic by pretending to be normal cellular radio towers. CSS technology can determine each mobile phone’s number, the numbers it has dialed, plus the content of its communications: calls, texts, and web pages visited (Pell and Soghoian, 2014). A Stingray can do this at scale, to all nearby devices that are currently powered on, and without the knowledge of phone users or service
providers. Stingrays can clearly assist law enforcement in tracking down known or suspected criminals. They can also help the security services conduct the kind of pre-emptive surveillance that some see as essential to protecting the US against terrorists who have embraced suicide attacks (Goede, 2014; Mitsilegas, 2015).

Ironically, the beneficial use of these devices in the interests of security has been hampered by five different factors currently affecting privacy and the law in the US. Firstly, CSS manufacturers themselves, while seeking to sell a technology, have tried to limit knowledge of the technology’s use, presumably because it might not reflect well on the corporate image. Consequently, CSS makers have attempted to contractually limit any mention of their deployment. According to Brown and Leese (2015) criminal cases have been lost because law enforcement officers called as prosecution witnesses would not reveal the source of key evidence because it was from a Stingray.

Secondly, it can be argued that certain dubious practices have limited the benefits of CSS technology, due in part to law enforcement’s need to rely on centuries’ old constitutional guidance and decades’ old case law to determine the status of privacy invasive searches performed with new technology. According to Owsley (2014) and Brown and Leese (2015), some law enforcement agencies avoided warrants for Stingrays entirely rather than be denied. Others persuaded judges to authorize their use as though they were equivalent to older and much more limited telephone surveillance technology known as pen registers.

Thirdly, as the Snowden revelations of mass electronic surveillance in 2013 made clear, the three branches of government have failed to provide adequate checks and balances on security interests (Gutierrez, 2014; Lyon, 2015; Ombres, 2015). Congressional gridlock has stymied passage of new privacy legislation. An environment has been allowed to evolve in which warrantless searches, such as those sometimes performed with Stingrays, are secretly sanctioned. The situation has been exacerbated by presidential use of executive orders such as EO 12,333 to bypass legislative and judicial privacy protections, (Bloom and Dunn, 2006; Newland, 2015).

The fourth factor hampering legitimate use of surveillance technologies is lack of consensus as to the proportionality of the security service response to threats to the nation. Clearly there is a genuine terrorist threat that needs to be addressed, but warrantless mass electronic surveillance may not be the most effective response. While voices have been raised in defense of the government’s actions (Etzioni, 2015), many in the judiciary and academy have been deeply critical, arguing that the security response has been excessive, disproportionate, and deleterious (Chemerinsky, 2009; Reidenberg, 2014; Robinson, 2014).

The fifth complicating factor is the absence of comprehensive unified data protection legislation. That leaves many data privacy grey areas, which in turn create far too much latitude for anyone seeking to use an individual’s data without notice or consent, whether for profit or protection of the nation (Bignami, 2007).

As Cate, Dempsey and Rubinstein (2012) have demonstrated, it would be naïve to think that European-style data protection legislation alone can prevent surveillance of the citizenry by its security services at levels widely perceived as invasive and disproportionate to threat levels. Both Brown (2012) and Koops (2014) reveal serious shortcomings in European-style data protection in multiple countries. However, on balance it is hard to argue with Bignami
(2007) when she asserts that a lack of such legislation has hurt personal privacy in the US, particularly given what is now known about the extent to which some security interests have pushed the limits of law enforcement and national security exceptions.

In summary, it seems reasonable to assert that current US data protection legislation has failed to achieve a satisfactory balance between the interests of the individual and those of security and commerce. Ironically, numerous consumer surveys have pointed to the negative commercial impact of privacy violations that have occurred in the name of security (Cobb, 2013; Cobb, 2014a; Cobb, 2014b). At the same time, there is plenty of evidence that few Americans are confident that their records will remain private and secure in the hands of commercial entities (Rainie, 2016). Sadly, more than four decades after Ware (1973) articulated a Code of Fair Information Practice for Americans “Ninety-one percent of [US] adults agree or strongly agree that consumers have lost control of how personal information is collected and used by companies” (Rainie, 2016).

**Note:** The contents of paper do not constitute legal advice and should not to be acted on as such. Furthermore, laws and case law constantly evolve so the information in this paper may no longer be current, or complete (some laws that have data privacy implications were not addressed herein, such as the Electronic Communications Privacy Act of 1986). Portions of this white paper were created as part of an essay assignment undertaken by the author during his studies for the MSc in Security and Risk Management in the Criminology Department of the University of Leicester in England. Any opinions expressed in this paper are those of the author and not his employer.
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